Theory of spintronic materials
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The ability to manipulate and understand spin polarized materials is a key to constructing spintronic devices, i.e., devices in which the electron’s spin and charge are both utilized. Here we review computational methods for predicting the properties of spin-polarized materials at the macro- and nano-limits, and at interfaces.
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1 Introduction

Magnetic devices serve as the basis for information processing and storage. In particular, magnetism in metals has been the backbone of information storage for years. A key event in this area was the discovery in 1988 of the giant magneto-resistance (GMR) effect, where the resistance of a thin-film ferromagnetic/nonmagnetic layer sandwich is strongly magnetic field dependent. The GMR effect is now at the heart of almost every modern computer hard drive. Further advances in this area may come from other types of magnetic devices: devices which manipulate both the spin and the charge of the electron. These so called “spintronic” devices may lead to more exotic information devices, capable of a wide variety of functionality [1–4]. Two notable examples of proposed spintronic devices are the “spin field effect transistor (FET)” and the “spin qubit” [5, 6]. In the spin FET, the drain and source of a conventional FET are ferromagnetic. If the two ferromagnets are aligned, a spin-polarized current will behave like a normal FET current. If the ferromagnets are anti-aligned the transistor will be shut off. This could be done dynamically, allowing microprocessors to reconfigure hardware during run time. In a “spin qubit”, the electron spin is used as a “quantum bit”, i.e., a bit that can exist as a superposition of a pure “0” and a pure “1”. Electron spins are natural “qubits” because any electron spin state is always a superposition of a spin up (“1”) and a spin down (“0”) state.

A major hindrance for the practical implementation of the above devices is that they require efficient spin-polarized carrier injection and transport. Conventional ferromagnetic metals are often incompatible with existing semiconductor technology. Moreover, the spin injection efficiency is often very low due to resistivity differences and to the formation of Schottky barriers [3]. Dilute magnetic semiconductors (DMS) may offer a solution to this problem. DMS are alloys where a stoichiometric fraction of the constituent atoms has been replaced by magnetic transition metal atoms. Such alloys are semiconducting,
but can possess well-defined magnetic properties (e.g., paramagnetic, anti-ferromagnetic, ferromagnetic) that conventional semiconductors do not have [7–9]. They can potentially serve as a means to inject electrons with a well-defined spin and to control such spin properties in adjacent non-magnetic semiconductor layers.

It is often highly desirable to fabricate heterostructures with atomically abrupt interfaces and homogeneous compounds with precisely controlled stoichiometry. Such materials are typically unstable from any thermodynamic equilibrium considerations, but can be synthesized using non-equilibrium growth techniques such as molecular beam epitaxy. Recent studies of thin film epitaxy have led to a wealth of conceptual advances in non-equilibrium growth. One compelling example is the discovery of “surfactant action” in heteroepitaxy (A-on-B epitaxial growth), referring to the phenomenon that a low dose of a third element C serving as surface active agent (the surfactant) on the substrate B can drastically modify the growth mode of A [10, 11]. As a new layer of atoms is deposited onto the surfactant-covered substrate, the surfactant atoms keep floating at the growth front while promoting layer-by-layer growth to a thickness much larger than what would be achievable without the surfactant.

Progress in the fundamental understanding of non-equilibrium growth has in turn enabled important discoveries of novel classes of materials with intriguing physical properties. DMS are one such example [12, 13]. In these materials, when magnetic dopants such as Mn are incorporated by MBE into a semiconductor such as GaAs at concentrations greatly exceeding the thermodynamic solubility limit, the ferromagnetic ordering temperature can be significantly enhanced [12]. More recently, ferromagnetic ordering has also been observed in Mn,Ge, offering a better opportunity for integrating magnetism with existing silicon technology [13]. To date, the precise microscopic mechanism for ferromagnetic ordering in DMS remains an active subject of research [14–17]. Efforts to explore various possible ordering mechanisms will undoubtedly benefit from a detailed knowledge of the magnetic dopant distribution and dopant diffusion in the semiconductors. In particular, the ordering temperature, $T_C$, may depend sensitively on the relative populations of interstitial and substitutional dopants, as emphasized recently for DMS based on III–V semiconductors [17–19]. In order to tune the relative populations of the dopants for higher $T_C$, it is imperative to know the energetic and kinetic characteristics of the newly deposited dopants at the growth front.

It is known that quantum confinement of carriers greatly alters various bulk optical properties. It follows that confinement will significantly alter other properties, e.g., it will enhance spin-spin interactions in nanocrystals and change the mechanism by which magnetic interactions occur [7–9, 20]. These interactions could be exploited in future device designs based on DMS nano-crystals.

Spin-polarized electronic structure and the distribution of the magnetic moment, which are crucial for spintronics, are difficult to access experimentally. For example, doped nano-crystals are often of lower quality than the bulk material. The high temperature chemical reactions used for obtaining good quality nano-crystals may cause the Mn to segregate to the surface. Some workers have recently reported the successful growth of high quality ZnSe:Mn where the Mn does not segregate to the surface [21]. Other workers have had less success [22–25], for reasons that appear problematic. For example, Mn can be incorporated into nanocrystals of CdS and ZnSe [21, 24, 26]. In contrast, Mn cannot be incorporated into CdSe [27] even though the bulk solubilities of Mn in CdSe are close to 50%. This should not be surprising as “bulk phase” diagrams are not expected to be applicable to “nano phases,” where surface free energies can become dominant. Often the term “self-purification” is used to describe the absence of defects in materials at the nanoscale [28]. There is indirect evidence for this type of mechanism. Nanoparticles of II–VI materials such as CdSe are known to undergo structural transformations from wurtzite to rocksalt at pressures removed from the bulk phase transition [29]. In particular, the pressure required for a structural transformation can be elevated by a factor of two or more. This elevated transition pressure may be explained by defects migrating from the interior of the nanocrystal to the surface. For example, dislocations may move to the surface and create steps, resulting in a nanocrystal free of nucleation sites save at the surface. In this case, the structural transformation, which cannot be initiated within the nanocrystal, occurs only at pressures higher than one observed in the bulk [30]. These transformations are also accompanied by a large hysteresis. One might expect a similar situation for point defects or
impurities, which could easily migrate a short distance. Moreover, it has been proposed that the energy of defect formation becomes less favorable as the size of the nanocrystal decreases [31]. Other theoretical models, which are also based on kinetic models involving the bonding to different surface facets, have been proposed in the Ref. [28].

In addition to experimental issues with these materials, the electronic structure of DMS nanocrystals has yet to be elucidated theoretically. The ab initio theory of bulk DMS has been rapidly evolving in recent years and has already produced numerous insights into their properties [32–37]. However, ab initio studies of nanocrystals, where at least hundreds of atoms need to be considered explicitly, are much more challenging computationally and have yet to be performed. Such studies are essential if one hopes to obtain a detailed, quantitative comprehension of size and composition effects in controlling the electronic structure and the magnetic order for device applications.

The goal of any spin electronics application is to utilize the electron spin, in addition to its charge [1]. Such applications may include DMS materials to form an interface between magnetic and non-magnetic semiconductors, but one also needs a well-defined source of spin-polarized electrons, i.e., a ferromagnetic electrode that can be used as a source of polarized electrons. For many device applications, high values of the spin polarization at the Fermi level, provide significant benefits, e.g., large tunneling magnetoresistance [38–41] and “Ohmic” spin injection [42, 43] into semiconductors [44]. This situation has stimulated extensive efforts to find materials, the so-called half-metallic ferromagnets, with a polarization of 100% [1, 45]. Research within this area has generally followed a modus operandi of using theoretical band structures in conjunction with experimental investigations to assess promising candidates for half-metal ferromagnets. Notable successes with this line of research have been achieved, including the establishment of near 100% polarized sources for CrO$_2$ [46–49], completely polarized sources at low $T$ in La$_{1-x}$Sr$_x$MnO$_3$ [50, 51], and up to 80% polarization in Fe$_3$O$_4$ [40, 52, 53]. Ideally, half metal ferromagnets should be highly polarizable and tunable, allowing for a characterization of device parameters as a function of the polarization of the electrodes.

In this brief review, we will illustrate how theoretical methods can be used to examine DMS at the bulk and nano regimes, the growth of DMS materials and a how a polarized material source can be obtained.

2 Methods for predicting the properties of spintronic materials

We use pseudopotentials constructed within density functional theory to describe the electronic and magnetic properties of spintronic materials. The pseudopotential model of condensed matter has led the way in providing a workable model for density functional theory, and modern computers have provided the computational resources to allow the implementation of this method [58, 59]. For example, it is now possible to predict accurately the properties of complex systems such as quantum dots or semiconductor liquids with thousands of atoms. The pseudopotential model treats matter as a sea of valence electrons moving in a background of ion cores. The cores are composed of nuclei and inert inner electrons. Within this model many of the complexities of an all-electron calculation are avoided. A group IV solid such as C with 6 electrons is treated in a similar fashion to Pb with 82 electrons since both have 4 valence electrons.

Within density functional theory, the many-body Schrödinger equation may be cast in terms of the Kohn-Sham equation:

$$\left[\frac{-\hbar^2}{2m} \nabla^2 + V_{\text{tot}}(\rho(r),r)\right]\psi_i(r) = E_i\psi_i(r),$$

where $\hbar$ is Planck’s constant, $m$ is the electron mass, and $V_{\text{tot}}$ is the total potential at some point $r$ in the system. The potential depends on a specific charge density $\rho(r)$, which in turn depends on the wave functions $\psi_i$. The problem then can be viewed as a nonlinear eigenvalue problem because of the dependence of the Hamiltonian operator on the eigenfunctions.
With the local density approximation theory [60] and the use of pseudopotentials, the potential $V_{\text{tot}}$ can be expressed as a sum of three distinct terms, specifically,

$$V_{\text{tot}} = V_{\text{ion}} + V_{\text{H}} + V_{\text{xc}},$$

where $V_{\text{ion}}$ is the ionic pseudopotential, $V_{\text{H}}$ is the Hartree potential, and $V_{\text{xc}}$ is the exchange-correlation potential. Once the charge density $\rho(r)$ is known, the Hartree potential is obtained by solving the Poisson equation:

$$\nabla^2 V_{\text{H}} = 4\pi\rho(r).$$

Once the charge density $\rho(r)$ is available, this can be solved by the Conjugate Gradient method or by a fast Poisson solver. This charge density is computed from the eigenfunctions $\psi_i$ associated with the occupied states:

$$\rho(r) = -\sum_i |\psi_i(r)|^2.$$

Both potentials $V_{\text{H}}$ and $V_{\text{xc}}$ have a local character and in the finite difference scheme of discretization, they are represented by diagonal matrices. The ionic pseudopotential is more complex, consisting of both a local and a non-local term [61].

Because the total potential and the wave functions are coupled through the charge density, Eqs. (1)–(4) constitute a set of non-linear equations. These are typically solved by an inexact Newton-type method referred to as self consistent field iteration.

Once the spatial and energetic distributions of the electrons are known, the total electronic energy, $E_{\text{el}}$, of the system can be written as

$$E_{\text{el}} = T[\rho] + E_{\text{ion}}[\rho] + E_{\text{H}}[\rho] + E_{\text{xc}}[\rho] + E_{\text{i}}[\rho],$$

where $\{R_i\}$ label the atomic positions, $T[\rho]$ is the kinetic energy, $E_{\text{ion}}[\rho]$ is the ionic potential energy, $E_{\text{H}}[\rho]$ is the Hartree potential energy, $E_{\text{xc}}[\rho]$ is the exchange-correlation energy, $E_{\text{i}}$ is the inter-ionic core interaction energy [60, 61]. The total electronic energy as a function of atomic positions can be used to compute interatomic forces without resort to classical potentials or experiment. For magnetic systems, one can consider a spin dependent version of the local density approximation [60]. In this case, the functional is written as $V_{\text{xc}} = V_{\text{xc}}[\rho_\uparrow, \rho_\downarrow]$ as the charge density is decomposed into up and down spin states [62].

There are several ways of solving for the eigenpairs of the Kohn–Sham equation. Historically, a plane wave basis has been used, especially for crystalline materials. There exist a number of “standard” codes in the literature such as VASP [63].

An alternative method is to solve the Kohn–Sham problem in real space. In this method, no explicit basis is utilized. Rather the problem is solved a grid, usually taken to be uniform. The Laplacian operator is often expressed by taking sums and differences over neighboring grid points, i.e., using a higher order finite difference method [64, 65]. This method well suited for localized systems such as quantum dots and clusters, although it can also be used for periodic systems.

### 3 Modeling the growth of Mn on semiconductor substrates

It imperative to know the energetic and kinetic characteristics of the newly deposited dopants at the growth front. Here we review a comparative study of the energetics and kinetics involved in Mn growth on Ge along the [100] and [111] orientations, using extensive total energy calculations within density functional theory [60]. The key findings of Zhu et al. [66] are intriguing both from the point of view of fundamental growth science and for improved understanding of the system as a DMS.

We demonstrate for the [100] orientation, the growth of Mn proceeds in a subsurface mode, i.e., the is characterized by Mn atoms having easy access to, and strong preference for, interstitial sites located...
between the two topmost Ge layers. Strikingly, such a “subsurfactant action” is preserved even during epitaxial growth of additional Ge capping layers, as shown by the existence of easy kinetic pathways for the dopants trapped in deeper layers to float toward the subsurface sites. In contrast, during growth along the [111] orientation, Mn can easily diffuse into the bulk via interstitial sites. The importance of these findings can be discussed within the context of dopant control via growth manipulation and post annealing in DMS.

The spin-polarized density functional results depicted here are based on the Perdew–Wang 1991 version of the generalized gradient approximation [62] and were obtained using VASP [63]. Computational details can be found elsewhere [66].

In order to calculate adsorption and diffusion properties of a Mn adatom on the Ge(100)-2 × 1 a “super-cell” geometry is employed. The structural configuration consisted of a reconstructed surface with asymmetric dimers with a 4 × 4 supercell containing eight layers of bulk Ge, a surface layer with the asymmetric dimer reconstruction, and a 13 Å-wide vacuum gap. The two layers at the bottom of the slab are fixed to their bulk positions, with all other layers fully relaxed. The bottom layer is passivated with H atoms. The geometry of this configuration is illustrated in Fig. 1.

Using such a geometry, one can extract the Mn binding energies and diffusion pathways within the surface layer. The most stable adsorption site for a Mn adatom on a (100)-2 × 1 surface is the interstitial site, I₀, located 2.2 Å beneath the Ge dimer with an absolute binding energy of 3.03 eV. The “absolute binding energy” is defined as the energy required to separate a single Mn atom from the Ge surface. The asymmetric dimer becomes almost symmetric when a Mn adatom is placed at this interstitial site. The other local metastable adsorption sites are hollow sites H and pedestal sites P, as shown in Fig. 1. The total energies of the system for a Mn adatom adsorbed at H and at P are 0.64 and 0.63 eV higher than that of the interstitial site, respectively. Unlike the case of the GaAs(100) surface [19], the substitutional site above the surface dimer is not even a metastable site, and a Mn adatom located above the dimer row can move into the pedestal site with essentially no energy barrier. Calculations of the diffusion barriers for a Mn adatom on the Ge(100)-2 × 1 surface show that the Mn adatom at the pedestal site P can slide into the subsurface interstitial site I₀ by overcoming an energy barrier of 0.59 eV, whereas the activation
energy of the reverse process is 1.22 eV. These and other activation energies shown in Fig. 1 indicate that Mn diffuses relatively easily among the $H$ and $P$ sites, but once it dives into a subsurface interstitial site $I_0$ from either $H$ or $P$, it will be much harder for it to hop out. The site energies and diffusion pathways of Mn in deeper layers are also shown in Fig. 1. When a Mn atom dives deeper into the bulk, the system becomes less stable. The barriers for interstitial diffusion of Mn atoms are also illustrated in Fig. 1. There is a very clear tendency for deeper Mn atoms to float toward the subsurface interstitial site $I_0$: For example, the pathway $I_1 \rightarrow I_3 \rightarrow I_4 \rightarrow I_5$ involves a highest activation energy of only 0.27 eV, while the pathway $I_1 \rightarrow I_3 \rightarrow I_5 \rightarrow I_6$ involves a highest activation energy of only 0.37 eV. The other potentially stable sites for a Mn atom are the substitutional sites where the Mn atom substitutes a Ge atom.

One can estimate the relative stability of Mn in interstitial sites and substitutional sites by introducing $\mu_{Ge}$, the chemical potential of Ge, which corresponds to the total energy of a Ge atom in bulk Ge. All of the substitutional sites shown in Fig. 1 are less stable than the interstitial site $I_0$. In contrast, the Mn atom prefers to be substitutional in bulk Ge by as much as 0.41 eV, according to bulk calculations.

In order to substitute a Ge atom, the Mn atom must displace a Ge atom to a neighboring interstitial site. To estimate the energy cost of this process, we put the Mn atom at the $S_i$ site, as an example, which is the most stable substitutional site in our calculations. The $S_i$ Ge atom is displaced toward the neighboring interstitial sites $I_0$, $I_1$, $I_2$, $I_3$ and $I_4$, respectively. The total energies of these configurations are at least 1.1 eV higher than that of the configuration where the Mn atom resides at $I_0$. The activation energy of this process should be even higher.

The results can be summarized as follows. On a (100) surface environment, Mn strongly prefers the $I_0$ interstitial site. The diffusion kinetics indicates that Mn should diffuse toward $I_0$, regardless of whether Mn originates from the gas phase above the surface or from the bulk. Even though the substitutional site is favored inside the bulk, the kinetic barrier for substitutional incorporation is too high. As such, low temperature MBE of Mn-doped Ge(100) DMS should result in a high density of interstitial Mn atoms. As Mn atoms are buried beneath a newly deposited Ge layer, they tend to float upward toward the $I_0$ sites.

One can also examine the behavior of Mn on other surfaces such as Mn growth on Ge(111). The surface of Ge(111) at room temperature exhibits a $c(2 \times 8)$ reconstruction, in which each Ge adatom saturates three surface dangling bonds, while one-quarter of the surface dangling bonds remains uncovered. The equilibrium $c(2 \times 8)$ periodicity is made up of 2 $c(2 \times 2)$ and 2 $c(2 \times 4)$ subunits, each of which contains one Ge adatom and one Ge rest atom. Ge adatoms reside at the $T_4$ site, which is located directly above an atom belonging to the lower half of the surface bilayer. This geometry is illustrated in Fig. 2.

Calculations for the adsorption energies and diffusion barriers on the $c(2 \times 8)$ surface, employed a large supercell, corresponding to two primitive $c(2 \times 8)$ unit cells, and consisting of six layers with 16 Ge atoms each. Four Ge adatoms are placed at the $T_4$ sites of the top surface. Sixteen hydrogen atoms passivate the bottom layer of the slab. Consecutive slabs are separated by an empty space of 13 Å wide. Atoms of the bottom two Ge layers are fixed at the corresponding bulk positions, while the other atoms are fully relaxed.

The adsorption sites and binding energies of a Mn adatom on the Ge(111)-$c(2 \times 8)$ surface relative to the configuration where the Mn is isolated far away from the surface are illustrated in Fig. 2. The $H_i$ sites are energetically more favorable than the $T_4$ sites, a prediction confirmed experimentally [67]. Among the eight $H_i$ sites within a primitive $c(2 \times 8)$, each of the five ($H_1^1, H_1^2, H_1^3, H_1^4, H_1^5$) has one neighboring Ge adatom and one neighboring Ge rest atom. These are the most favorable adsorption sites. Their energy differences are within 0.03 eV. The binding energy of a Mn adatom at any of the remaining $H_i$ sites ($H_1^6, H_1^7, H_1^8$) is lower by approximately 0.16 eV. The $T_4$ sites have approximately 0.5 eV lower binding energy compared to the most stable $H_i$ sites. The activation energies for Mn hopping from $H_i$ to $T_4$ sites ranges from 0.5 to 0.6 eV, while the activation energy for the reverse processes range from 0.1 to 0.3 eV.

We have also calculated the energies of the interstitial and substitutional sites in deeper layers along the [111] orientation. The total energies relative to the most stable adsorption site $H_1^1$ are shown in...
In contrast to the case along the [100] orientation, the binding energies of the interstitial sites in deeper layers are lower than that of the $H_3^2$ surface site, but by only 0.11 eV. Additionally, the diffusion barrier for a Mn adatom from the $H_3^2$ site to the $I_1$ site is 0.23 eV, and the activation energy for the reverse process is 0.12 eV. The activation energy for diffusion between $I_1$ and $I_2$ is 0.29 eV, as shown in Fig. 2.

The physical origin for the contrasting behavior of Mn along the two different orientations is tied to the relative openness of the two surfaces and to the corresponding strain built near the surface regions owing to the different surface reconstructions. In particular, our calculations show that when the dimerization of the Ge atoms on the (100) surface is lifted by saturating the Ge dangling bonds with hydrogen, the stable $I_0$ sites become energetically unstable relative to interstitial sites that are located in deeper layers. Our results are supported by some existing experiments [68, 69], in particular, by an X-ray photoelectron spectroscopy study of MBE growth of Mn$_x$Ge$_{1-x}$ obtained by co-deposition of Mn and Ge on Ge(100)-2 $\times$ 1 in ultrahigh vacuum [70]. A dramatic increase of the magnetic ordering temperature, upon annealing, is accompanied by a significant increase in Mn concentration near the surface layers, an observation consistent with the results shown here [66].

The theoretical results illustrated here have important implications for experimental studies of Mn$_x$Ge$_{1-x}$ as a DMS for spintronic applications. (i) The high preference of Mn to the subsurface sites along the [100] orientation as predicted here should offer a natural pathway for formation of a high-density layer of Mn embedded into Ge, whose magnetic properties remain to be explored. (ii) For a Mn$_x$Ge$_{1-x}$ DMS system obtained by co-deposition of Ge and Mn, a high concentration of Mn will be trapped at interstitial sites in the bulk. If the system is initially grown along the [100] orientation, proper $in situ$ annealing after growth should drive a significant percentage of the interstitial Mn atoms in the bulk toward the subsurface interstitial sites, thereby altering the relative populations of the Mn in substitutional and interstitial sites in the bulk. Such a population change may cause an increase of the magnetic ordering temperature, as in III–V DMS materials [71, 72] and, most recently, also in Mn$_x$Ge$_{1-x}$ DMS.
(iii) The orientation dependence of the Mn distribution under otherwise identical growth conditions should be readily observable. (iv) Similar subsurfactant action may be expected in other related systems [71–73].

In this section, we illustrated how pseudopotentials coupled to spin-polarized density functional calculations can be used to map out important lattice locations and diffusion barriers for Mn atoms at the growth fronts along two different surface orientations of Ge. A novel subsurface growth phenomenon termed as subsurfactant action has been predicted in MBE growth on the Ge(100)-2 × 1 surface. Mn adatoms originating from the gas phase or from deeper layers in the substrate can easily diffuse toward the interstitial sites right beneath the dimers of the Ge(100)-2 × 1 surface reconstruction where they become trapped (the $I_0$ sites). As Mn atoms are buried beneath a newly deposited Ge layer, they tend to move upward toward the new $I_0$ sites. In contrast, no subsurfactant phenomenon has been identified for Mn growth on Ge(111), where the Mn atoms can diffuse into deeper layers with relatively low energy barriers.

4 Dilute magnetic semiconductor nanocrystals

In this section, we illustrate calculations for the electronic structure and magnetic properties of Mn-containing Ge, GaAs, and ZnSe nanoparticles. This choice of semiconducting materials is motivated by several considerations. All three are well-known semiconductors, which are prototypical of group IV, III–V, and II–VI semiconductors. The elements comprising these semiconductors are found in the same row of the periodic table and these semiconductors have the same (zincblende/diamond) crystalline structure, making an identification of chemical trends easier. Also, Mn-based bulk DMS have been successfully synthesized in all three cases [74–76], and a successful synthesis of high-quality Mn-containing ZnSe nanocrystals has been reported [21].

We consider undoped nanocrystals, which were constructed by taking spherical fragments of the corresponding bulk material. The Ge surface was passivated using hydrogens, whereas the surfaces of GaAs and ZnSe were passivated using fictitious, hydrogen-like atoms with fractional charge [77]. Because magnetic circular dichroism experiments have suggested that each nanocrystal contains, on average, one Mn atom [21], the effects of placing one or two Mn atoms inside the crystal were investigated. A four-fold coordinated Mn atom was placed in the center of the Ge nanocrystal. In GaAs and ZnSe, the Mn atom was substituted on a cation site in the center of the nanocrystal. Here we will show results for four Mn-doped nanocrystals: $X_8MnY_{10}$, $X_{10}MnY_{10}$, $X_{10}MnY_{11}$, and $X_{10}MnY_{15}$, where $X$ = Ge, Ga, or Zn and $Y$ = Ge, As, or Se, respectively. The passivation atoms are implicit. These cases correspond to an effective Mn concentrations of 5%, 2.63%, 1.22%, and 0.77%, respectively. We will also elucidate Mn–Mn interactions by considering two Mn atoms, which were placed such that they were bridged by an anion atom. In the case of the Ge nanocrystal, we will illustrate the case for a nearest-neighbor Mn dimer.

Calculations in this section utilized a real space code PARSEC [78] using pseudopotentials [79] constructed from density functional theory, i.e. from the local spin density approximation [60]. The Kohn–Sham equations were solved directly on a grid using a higher-order finite difference method. Real space methods are especially efficacious for localized systems [78]. Computational details are presented elsewhere [20].

Figure 3 shows the total valence charge density ($\rho_+ + \rho_-$) and spin density ($\rho_+ - \rho_-$) contour plots for the 82-atom nanocrystal containing one Mn atom. In all cases studied, the charge density maps clearly show Mn bonding with its nearest neighbors, indicating Mn d-anion s–p hybridization. The spin density maps indicate a strongly localized magnetic moment at the Mn site. For the Ge and GaAs nanocrystals, the spin polarization of the atoms nearest to the Mn atom has an opposite sign to that of Mn. The spin density distribution along the Mn–As or Mn–Ge bond shows a $p$ character. Its opposite spin sign is a signature of an antiferromagnetic coupling between the Mn atom and surrounding charge carriers.
Figure 4 shows the spin-polarized energy levels for the 82-atom system. In all three cases, the gap states are derived from Mn 3d states and reflect the splitting of the 3d states by the $T_d$ crystal field to an $e$ doublet and a $t_2$ triplet. An analysis of the corresponding wave functions shows that the valence band edge is comprised mainly of anion $p$ states. The majority spin $e$ levels are fully occupied, hybridized with anion $p$ states, and located right below (∼0.05 eV) the valence band edge in all three materials. The majority $t_2$ levels are characterized by a certain amount of hybridization with the four neighboring $p$ orbitals and the corresponding charge density is highly localized on the MnY$_4$ complex.

As expected for $T_d$ symmetry [80], the $e$ levels have a lower energy than the $t_2$ levels in both spin channels. The order of the impurity related energy levels for all three systems is $e(\uparrow) < t_2(\uparrow) < e(\downarrow) < t_2(\downarrow)$. The crystal field splitting is more pronounced in the majority spin than in the minority spin and is stronger in Ge than in the polar semiconductors.

Calculations have shown that bulk Ge:Mn [81, 82] and GaAs:Mn [32, 36] are half-metallic, i.e., the Fermi level lies within a partially occupied band for the majority spins, but inside the forbidden gap for the minority spins. In contrast, bulk ZnSe:Mn was found to be semiconducting [83], i.e., the Fermi level was in the forbidden gap for both spin channels. Figure 4 shows that the $e$ and $t_2$ minority spin levels are empty, so that the minority spin retains its semiconducting nature with the Mn impurity in all three cases. However, the highest occupied molecular orbitals $t_2$ level of the majority spin is partially occupied for Ge:Mn and GaAs:Mn, but it is fully occupied for ZnSe:Mn. This configuration is in agreement with a “half-metallic” nature of majority spin electrons for Ge and GaAs, and in agreement with the semiconducting nature for ZnSe.

A consequence of this electronic structure configuration is that the introduction of the Mn impurity does not change the number of minority spin occupied states. The introduction of the 5 Mn d electrons
results in a net magnetic moment of $3\mu_B$, $4\mu_B$, and $5\mu_B$ for Ge, GaAs, and ZnSe, respectively. This is in agreement with the magnetic moment of $5\mu_B$ for the free Mn atom being modified by the doubly ionized acceptor, singly ionized acceptor, and isoelectronic nature of Mn in Ge, GaAs, and ZnSe, respectively. A similar picture applies to the corresponding bulk DMS [84]. Furthermore, the loss of two $p$ electrons when Mn replaces a Ge atom but only one when it replaces a Ga atom immediately explains why the spin-polarization is more pronounced in Ge than in GaAs in the spin-density maps of Fig. 3. In principle, the partially occupied degenerate $t_2$ levels of the Ge:Mn and GaAs:Mn should display a Jahn–Teller effect. However, studies of bulk GaAs:Mn suggest that it is negligibly small [85].

Analysis for these nanocrystals indicates that the qualitative level splitting and magnetic moment picture is similar to that of the bulk. This is clearly a result due to the short range interaction of Mn with its neighbors. However, there remain significant differences between the electronic structure of the bulk and of the nanocrystals. These differences are due to quantum size effects, i.e., the increase of the semiconductor gap with decreasing nanocrystal size [86]. The differences are summarized in Fig. 5. We show in this figure the evolution of the “host gap” (i.e., the highest occupied molecular orbital (HOMO) – lowest unoccupied molecular orbital (LUMO) separation of states not derived from the Mn d orbitals), the “HOMO(host)$\rangle$$^\uparrow$–$t_2^\downarrow$ separation, and the $t_2^\downarrow$ – $e^\downarrow$ (or $t_1^\downarrow$ – $e^\downarrow$) separation as a function of the nanocrystal diameter. It is readily observed that all three energy separations exhibit a quantum size effect; however, this effect is very pronounced for the first, less pronounced for the second, and very small for the third. This is because the Mn-related orbitals are more localized than those of the host semiconductor. The more delocalized the levels are the greater the effect of confinement. The “host gap” only involves delocalized levels and so it exhibits large energy shifts, the “HOMO(host)$\rangle$$^\uparrow$–$t_2^\downarrow$ gap involves one delocalized orbital and therefore exhibits moderate energy shifts, and the $t_2^\downarrow$ – $e^\downarrow$ involves two localized orbitals and therefore exhibits small energy shifts.

We have chosen the $t_2^\downarrow$ – $e^\downarrow$ as representative of transitions between localized orbitals because in ZnSe:Mn, transitions from the $e^\downarrow$ levels to the $t_2^\downarrow$ levels has been studied experimentally using photoluminescence. Its size dependence has been found to be weak [21]. Figure 5 shows that the $t_2^\downarrow$ – $e^\downarrow$ energy separation changes from 2.25 eV to 1.81 eV as the nanocrystal size increases from 20 to 130 atoms. The experimental photoluminescence energy is expected higher (~2.1 eV Ref. [21]) than our calculated val-
ues. This is a well-known consequence of using the Kohn–Sham eigenvalues to predict excited state properties [87], and should not change the qualitative analysis of the size trends given here.

The strong localization of the Mn impurity levels in the Mn$_4$Y$_3$ complex implies that the choice of the Mn position within the nanocrystal should not affect its electronic structure, as long as the Mn is not close to the surface. Calculations for the 130-atom ZnSe:Mn case show an impurity level shift of less than 0.05 eV and a “host gap” change of less than 0.01 eV for different Mn positions.

The significantly different quantum size effects experienced by localized and delocalized orbitals have profound implications for the resulting electronic structure. In all cases shown in Fig. 5, the minority $e$ and $t_2$ levels are well within the “host gap”. In contrast, the same levels in all three corresponding bulk systems are well within the conduction band [36, 82]. The delocalized empty levels are pushed up in energy far more rapidly with decreasing size, eventually crossing the localized Mn-related levels.

A greater effect is found when examining the filled (“valence band”) states of the nanocrystal. In bulk GaAs, for example, the valence band is well-known to exhibit a significant spin-splitting upon introduction of Mn [32]. No such splitting is found here, even for the 20-atom nanocrystal, where the Mn concentration is $\sim$5%, which is comparable to bulk Mn concentrations. The significant bulk-splitting in GaAs:Mn has been attributed to the fact that Mn is a shallow acceptor [88] and can strongly interact with the valence band [33]. For the 130-atom nanocrystal, the Mn $t_2$ states are $\sim$0.6 eV above the “host HOMO”, because the delocalized occupied orbitals are pushed down in energy more rapidly then the Mn states with decreasing size [89]. This makes the Mn a deep acceptor, weakening the interaction and preventing spin-splitting of the occupied states. Only in the Ge:Mn nanocrystal do we see spin-splitting of the occupied states, which is consistent with the stronger Mn-host spin-interaction shown in Fig. 3.

The effect of quantum confinement on impurity-impurity spin interactions can be examined by introducing two Mn atoms into each 82-atom nanocrystal. We consider the case where both Mn atoms are placed on adjacent cation sites, bridged through an anion (in Ge one bridging Ge atom was placed between the two Mn atoms). We compared the total energy differences between the ferromagnetic or parallel spins and antiferromagnetic or anti-parallel spins. The ferromagnetic structure is more stable by 0.42 eV and 0.38 eV for Ge and GaAs, respectively, but less stable by 0.14 eV for ZnSe [20]. This is in
agreement with bulk results, where the stable phase of Ge:Mn and GaAs:Mn is predicted to be the ferromagnetic one, whereas in ZnSe:Mn the stable phase is the antiferromagnetic one. Also in agreement with bulk studies [13] is the fact that if both Mn atoms are nearest neighbors (i.e., they form a dimer) in Ge:Mn, the antiferromagnetic phase is always more stable.

In the bulk, ferromagnetism in GaAs:Mn is ascribed to a Zener-like picture of mediation by free holes [14]. Ferromagnetism in Ge:Mn has been explained either within a similar Zener-like picture [13] or within a Rutterman–Kittel–Kasuya–Yosida (RKKY) picture of interaction with free carriers [81]. However, Fig. 4 clearly shows the absence of either free holes in the valence band or a metal-like presence of free carriers, which precludes either mechanism in the present case (the electronic structure diagram of the FM nanocrystal containing two Mn atoms is qualitatively similar). We conclude that the FM interaction in nanocrystalline Ge:Mn and GaAs:Mn is different from that of the bulk. As noted above, the “host” valence band shifts downward rapidly compared to the Mn d states with decreasing nanocrystal size. Below some critical radius, the majority spin Mn d states appear above the top of the valence band [89]. For the size range examined here, the Mn d states form deep acceptors. Deep Mn impurities are known to stabilize FM interaction via a double exchange mechanism involving localized holes, as suggested previously, e.g., (Ga, Mn)N [90]. This makes the Mn-Mn interaction essentially a short-range one, consistent with the short-range spin-polarization observed in Fig. 3. Indeed, when we considered two Mn atoms separated by more than one bridging As atom, we found that: (a) such a structure was less stable than the one with a single bridging atom, (b) the energy differences between the FM and AFM phases decreased rapidly with increasing Mn-Mn separation. This suggests a novel kind of a quantum size effect – a size-dependent ferromagnetic coupling mechanism, caused by a size-dependent transition from shallow acceptors to deep acceptors.

The lack of ferromagnetism in the ZnSe:Mn nanocrystals is also consistent with the above explanation. In ZnSe:Mn, the t2 states are fully occupied and there are no holes to couple to. In bulk ZnSe:Mn, extrinsic acceptor co-doping can be used to generate holes that can mediate the Mn–Mn spin interaction [91, 92]. To test the applicability of this idea to ZnSe:Mn nanocrystals, we replaced the bridging Se atom with a N atom in the 82-atom nanocrystal. This replacement caused the FM configuration to become lower in total energy versus the AFM configuration by 0.20 eV.

In this section, we reviewed the effect of quantum confinement on Mn-containing Ge, GaAs, and ZnSe dilute magnetic semiconductors, by means of considering the size dependence of their electronic and magnetic properties using first principles calculations. The FM and half-metallicity trends found in the bulk are preserved in the nanocrystals. However, since the Mn states are localized, they are less affected by quantum confinement than are the delocalized host states. As a consequence, in nanocrystals the Mn-related impurity states become much deeper in the gap with decreasing size. This causes the FM stabilization to be dominated by double exchange via localized holes, rather than by free holes or by an RKKY mechanism.

5 Tunable sources for spintronic materials

Ideally, fundamental studies require materials that, in addition to being highly polarized, have tunable polarization at the Fermi level, allowing for characterization of device parameters (e.g., tunneling magnetoresistance, and injection efficiency) as a function of the polarization of the electrodes. In this section, we review a simple scheme to fabricate a tunable source of spin-polarized electrons that avoids the labor-intensive surveying of candidate compounds, moving instead towards a situation where a half-metal ferromagnet can be engineered by Fermi level control.

This section centers on the pyrite structure itinerant ferromagnet CoS2, (Tc = 121 K, electronic configuration: t2g6eg2, S = 1/2) [54]. A recent measurement on CoS2 yielded a polarization of 56% from point contact Andreev reflection, this measurement confirms that the pure compound is not half metallic [55]. The essential concept, which was alluded to by Zhao et al. [56] and put on a firm theoretical footing by Mazin [57], is illustrated in Fig. 6 and exploits the fact that CoS2 has a Fermi level (E_F) that lies low in the conduction band and that it can be alloyed with FeS2, an isostructural diamagnetic semiconductor.
Fig. 6 (online colour at: www.pss-b.com)  (a) Schematic depiction of the basic concept of composition control of EF and P in Co$_{1-x}$Fe$_x$S$_2$. (b) Calculated DOS for $x = 0$, 0.125, and 0.25. The value of the polarization at the Fermi level, $P$, is shown underneath the figure; $E_F$ is taken as the zero point of energy.

In order to verify the essential features of this picture, electronic structure calculations have been performed. The results are presented in Fig. 6 for $x = 0$, 0.125, and 0.25. These calculations employed pseudopotentials constructed within the local-spin-density approximation [60]. Computational details are presented in the Ref. [95].

Co$_{1-x}$Fe$_x$S$_2$ solid solutions can be described by an ordered supercell approach (e.g., Co$_7$Fe$_{16}$S$_{32}$ for $x = 0.125$) using equivalent sets of $k$-points. The effect of disorder (i.e., random alloy versus ordered supercell) on the density of states and the saturation magnetization were addressed by Mazin [57] and found to be small. The same (experimental) crystal structure parameters were used for all alloy compositions ($a = 5.524$ Å and $u = 0.389$ for $0 < x < 0.3$ in Co$_{1-x}$Fe$_x$S$_2$) [96].

The electronic band structures for these materials are indistinguishable from that obtained previously by Shishidou et al. [97] using the full-potential linear augmented-plane-wave method in conjunction with the local spin density approximation. However, the density of state (Fig. 6) was obtained using a linear tetrahedral method of summation and exhibits some important differences from the previous work, especially in the vicinity of $E_F$. In contrast to that calculation, CoS$_2$ is a minority spin system, owing to the sharp feature in the minority density of states at $E_F$. Increasing the Fe doping component leads to the anticipated decrease in $E_F$. Near $x = 0.125$ the Fermi level has a small the minority spin band contribution to the density of states, and a large majority contribution. Fe doping induces an unexpected sign change.
in the spin polarization at the Fermi level. Further doping lowers the Fermi level into the gap for the minority spins, while maintaining a large density of states for the majority spins, yielding $P = 100\%$ at $x = 0.25$, i.e., this Fe concentration creates a half-metallic ferromagnetism.

Figure 7 shows theoretical prediction for the polarization and saturation magnetization as a function of Fe doping. As previously discussed, the theoretical polarization first reverses sign and then reaches $100\%$ at $x = 0.25$. The corresponding theoretical for the saturation magnetization assume a non-integer value at $x = 0$ (consistent with $P < 100\%$), which increases with $x$ reaching exactly $1 \mu_B$/Co at $x = 0.25$. The experimental results reveal good agreement with the theoretical predictions. A saturation magnetization of $1 \mu_B$/Co is achieved at $x = 0.07$ and is maintained up to $x = 0.30$.

Experiment is consistent with the attainment of a half metal ferromagnetic state at $x = 0.07$, although the data do not constitute direct proof. Further evidence is provided by the high field magnetoresistance, which was measured at $T = 0.5T_C$ at each $x$ value. Consistent with $P < 100\%$, significant negative magnetoresistance is observed at $x = 0$, owing to the expected field-induced suppression of spin-flip scattering. In agreement with the magnetoresistance compositional data, $M_s(x)$, (which attains $1 \mu_B$/Co at $x = 0.07$) this negative magnetoresistance vanishes at exactly $x = 0.07$, where it is replaced with a small positive contribution that peaks at $T_C$. The remarkable agreement between the $x$ value for the attainment of saturation magnetization, $1 \mu_B$/Co, and the vanishing of the high field magnetoresistance must be considered as strong evidence for a highly polarized state at $x = 0.07$.

The compositional dependence of the anisotropic magnetoresistance is also consistent with this scenario. The anisotropic magnetoresistance is negative for undoped CoS$_2$ but reverses sign at $x = 0.03$,
which one can interpret as a crossover from minority spin to majority spin behavior, as predicted by these calculations. Note that the vertical dotted lines in Fig. 7 indicate the positions of the sign reversal in polarization and the apparent attainment of \( P = 100\% \).

While the experimental measurement and theoretical predictions are quite good, there are some problematic issues (see Ref. [95]). For example, the experimental values of \( P \) do not confirm an initial decrease in the polarization. Also, the measured polarization does not saturate to 100% and the observed doping levels for a reversal are not consistent with theory. There are several plausible explanations for these differences, including the lack of disorder and surface effects in the theoretical predictions. Moreover, the experimental polarization involves a current measurement, which is not solely dependent of the density of states at the Fermi level.

6 Summary

In this review, we have illustrated three examples of how theoretical methods can be used to predict properties of spintronic materials.

We illustrated the feasibility of a simple scheme for engineering a high spin polarization at the Fermi level in \( \text{Co}_{1-x} \text{Fe}_x \text{S}_2 \) by varying the composition. A combination of indirect transport probes, direct measurement by point contact Andreev reflection, and electronic structure calculations provides a consistent picture, where the spin polarization can be continuously tuned in the range \( 56\% < P < 85\% \). Along with the close lattice match to technologically relevant materials such as Si and GaAs, this opens up the possibility of employing these materials as tunable sources of polarized electrons for fundamental studies in spin electronics.

One can also use theoretical methods to examine the role of quantum confinement in Mn-containing Ge, GaAs, and ZnSe dilute magnetic semiconductors, by considering the size dependence of their electronic and magnetic properties using first principles calculations. The ferromagnetic and half-metallicity trends found in the bulk are preserved in the nanocrystals. However, since the Mn states are localized, they are less affected by quantum confinement than are the delocalized host states. As a consequence, in nanocrystals the Mn-related impurity states become much deeper in the gap with decreasing size. This causes ferromagnetic stabilization to be dominated by double exchange via localized holes, rather than by free holes or by an RKKY mechanism.

Finally, we reviewed how pseudopotential spin-polarized density functional calculations can be used to map out the important lattice locations and diffusion barriers for Mn atoms at the growth fronts along two different orientations of Ge. A novel subsurface growth phenomenon: “subsurfactant action” was predicted in MBE growth on the Ge(100)-2 \( \times \) 1 surface. Mn adatoms originating from the gas phase or from deeper layers in the substrate can easily diffuse toward the interstitial sites right beneath the dimers of the Ge Ge(100)-2 \( \times \) 1 surface reconstruction where they become trapped (the \( I_0 \) sites). As Mn atoms are buried beneath a newly deposited Ge layer, they tend to float upward toward the new \( I_0 \) sites. In contrast, no subsurfactant phenomenon has been identified for Mn growth on Ge(111), where the Mn atoms can diffuse into deeper layers with relatively low energy barriers. Several important implications of these predictions have been proposed, awaiting confirmation in future experimental studies of Mn\(_x\)Ge\(_{1-x}\) as a dilute magnetic semiconductor.

Acknowledgements This work was supported in part by the National Science Foundation under DMR-0551195. Calculations were performed at the Minnesota Supercomputing Institute and at the Texas Advanced Computing Center.

References
